L]
HAYYHO-TEXHUYECKUI XXYPHAT l m ethOdS HTTP://INTECH-SPB.COM/I-METHODS/

A new algorithm for improving accuracy and reducing complexity
of measuring the frequency of periodic signals

Al-Rubei Mohammed Abdalabbas

Postgraduate student, Viadimir State University, Vladimir, Russia, E-mail: inj. moh3@atu.edu.iq

ABSTRACT

Introduction: Frequency spectrum analysis is now widely used in a variety of application, including communication systems, meas-
urement, instrumentation, electric power systems, mechanical vibration detection, and many other military and civilian uses. However,
because of the practical issues that its industrial application encounters, estimating the frequency is a very significant and vital issue.
Spectral analysis using the discrete Fourier transform is usually used to estimate frequency. The stationarity assumption, spectral
leakage effects, and the finite-grid resolution, however, cause a number of uncertainty contributions in traditional DFT methods. Pur-
pose of the study: research a method for determining the frequency by interpolation methods based on fast Fourier transform with
windowing function. In this work introduced study a new method of frequency measurement to reduces the possibility of error in fre-
quency evaluation, three spectral lines of the discrete Fourier transform were used, with apply the Kaiser (B=15) window to reduce the
spectral leakage resulting from the frequency conversion of the signal into frequency domain by means of the fast Fourier transform. A
technique based on estimating the level of the three spectral lines taken into consideration used with the spectral component that
carries the highest level of amplitude. Results: The proposed new approach to frequency determination made it possible to develop
an interpolation method that, unlike most known methods based on the a new correction formula, uses only the three values of ampli-
tude of the spectral lines. Practical significance: When implementing the developed method, only one analog-to-digital converter is
used, which reduces hardware costs. The results obtained from the analysis of the effect of the error caused by the deviation of the
real signal from the harmonic model, make it possible to choose the optimal parameters of the measurement process, depending on
the requirements for accuracy and measurement time. Discussion: The proposed approach is less complex than the available algo-
rithms and more accurate compared to 4 algorithms. Simulation results indicate that using the approach proposed in this paper the
calculation maximum estimation errors are not more than 2.75e-5.

KEYWORDS: fast Fourier transform; spectrum analysis; window; interpolation method; spectral lines; maximum frequency estima-
tion error; spectrum.
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Introduction

Frequency spectrum analysis is now widely used in a variety of application, including com-
munication systems, radar and navigation, radio broadcasting, measurement, instrumentation, elec-
tric power systems, mechanical vibration detection, information detection, protection and transmis-
sion systems, and many other military and civilian uses. However, because of the practical issues
that its industrial application encounters, the rapid and accurate estimating the frequency is a very
significant and vital issue. Spectral analysis using the discrete Fourier transform is usually used to
estimate frequency (DFT). The stationarity assumption, spectral leakage effects, and the finite-grid
resolution, however, cause a number of uncertainty contributions in traditional DFT methods [1, 2].
An accurate means of measuring electrical signal parameters, including frequency, providing high
levels of measurement speed and accuracy. In addition, the frequency is one of the main types of
measurement information carriers for sensors for various purposes. The problem of reducing the
signal frequency measurement time is especially acute in monitoring and control system of techno-
logical operations [3-6].

In addition to determining the rate of frequency deviation, accurate automatic control in the
modern era contributes to the development of many fields such as increasing the accuracy of diag-
nosis in the medical field and increasing and improving production in the industrial field in addi-
tion to reducing the energy required in a number of production and technical factories and others
[7].

This need has been addressed in several technological developments in the automation of
quality control in recent years, and for this purpose process modeling is used [8]. Process modeling
is an effective and economical method for analyzing and diagnosing processes. The extremely use-
ful and detailed information that modeling provides cannot be achieved by any other means. Com-
puter-aided finite element modeling was used to predict control processes [9].

One way to achieve the purpose in this research is to use raw information about the sample of
the measurement signal to determine its frequency. At the same time, under certain conditions, the
harmonic model is often chosen as the model of the periodic signal [10-11] which leads to subse-
quent evaluation of the error due to the discrepancy between the model and the real signal. This
makes it possible to significantly reduce the measurement time. A further reduction in the frequen-
cy measurement time is provided by methods based on interpolation with three or two points of
discrete Fourier transform (DFT) and the use of the instantaneous values of the higher voltages pre-
sent in the signal spectrum [12]. This inevitably leads to an error evaluation of the frequency
which is the basic parameter of the harmonic signal.

To increase the speed of algorithms for processing primary data when determining the fre-
quency in the problems of mathematical modeling and control of the modes of electrical systems, it
is proposed to perform the transition from discrete instantaneous values of the mode parameters to
their representation by generalized vectors [13], this method significantly increases the measure-
ment time. The method is a rather long measurement time, since the exemplary time interval is
counted from the moment the input voltage passes through zero.

The (DFT) provides enough resolution for frequency estimation and operates in real-time. The
fast Fourier transform (FFT) is an algorithm from the (DFT), which requires even less computa-
tional effort and is, therefore, faster. Taking a (FFT) of collected samples is arguably the most
common method of making such frequency estimates. Computational or other limitations often re-
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strict the number of samples which may be processed, which correspondingly restricts the resolu-
tion of the estimate provided by the (DFT).
Degree of development of the theme

Quinn [14] has developed a simple and effective method for accurately estimating the signal
frequency using three-spectral lines interpolation (DFT) samples of the output peak. A second
method was shown by Grandke [15], which employ only the DFT output peak and one adjacent
sample. Both methods give effective frequency estimates that work well for signal to noise ratio
(SNRs) at 0 dBs neither directly gives an adjusted estimate of the value, and both require separa-
tion. Jain et al. [16] Proposed a similar method for estimating frequencies, but the operational as-
sumptions are restrictive and again the estimation of frequency requires division. Most modern
SSPs do not have effective division instructions, so algorithms that minimize or exclude the use of
divisions are preferred.

In [17] Jacobsen a two new approaches have been proposed that could offer benefits over pre-
vious approaches: a frequency interpolator that decrease the required number of partition opera-
tions with a slight increase in MSE, and a new volume interpolator that requires no spacers. The
first approach which is a quadratic fit curve interpolator, delivers frequency estimation perfor-
mance very close to Quinn's method but requires only one division. In this method it is not possible
to estimate the magnitude directly. The second method does not require any divisions, but provides
an estimate of the magnitude with only one predetermined frequency. This method is typically used
to double the frequency resolution by providing a local estimate of the inter bin amount once the
(DFT) output peak is selected, in which the normalized expression for the correction frequency,
suitable for rectangular windows, has the form:

| U(n+1)I-1 U(n-1)|
4lum)|-2l u(n+1D)|-2| U(n-1)|

5= )

In order to lessen the impact of scattering interference of nearby frequency components, Agrez
[18] suggested a correction technique in 2002. As a result, the correction accuracy was somewhat
enhanced. The normalized frequency correction formula for a rectangular window has the follow-

ing structure:
| Un+1)|+I U(n-1)|

5= 2)

2l UM+ U(n+D)|-| U(n-1)|

rae p =3Hak | U (n+1)|-| U(n-1))|.

The dedicated software's frequency calculation programs tell us about the FFT and DFT in all
calculations and display the modules' spectrum. Because of this, they are the most practical.

The algorithms suggested by Ding [19], specifically some methods based on the modules of
the maximizer Un and its neighbors situated on the spectral lines n-1 and n+1, were selected from
the interpolation methods involving three spectral lines for analysis. Ding proposes the following
connection as the correction factor:

_ _ UGl u(-D)|
| U]+ U+ DI+ U =D

)
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In this paper we proposed algorithm for measuring the frequency of harmonic signals based on
the calculation of the weighted maximum using calculations of the FFT coefficients. To estimate
the frequency of the signal, an (FFT) is performed, the number of the sample with the maximum
modulus is determined, and the initial calculation of the frequency is performed [20-24].

The frequency of a periodic signal can be estimated from the position of the spectrum compo-
nents obtained as a result of the (DFT). In this case, the error is determined by the frequency grid
step, which is equal to the ratio of the sampling frequency fs to the number of samples N, one of
the spectral lines taken into account that has the maximum amplitude as shown in the figure 1. The
two highest spectral lines close to the line with the maximum amplitude are taken into considera-
tion, so that the frequency is calculated based on these three spectral lines. This method allows ob-
taining a weighted average estimate of the position of a peak spectrum energy.

Amplitude U Max
\ -/
1A
Un+1
Un-1 / : \
N |
I
.
! \
/ o! \
I
F Spectral component number
| >

n-l1 n M n+l
Fig. 1. The three points in the DFT spectrum used for interpolation

Figure 1. Shows the three peak of the (DFT) output component of a periodic harmonic signal.
The desired frequency is between the two highest peaks in the DFT, i.e. between n and n+1. Delta
is the range of deviation from the desired true frequency. Un, Un-1 and Un+1 are the highest three
levels in the (DFT) spectrum.

We would like to show here that the main motive for presenting a new study and approach is
the failure or weakness of the above-mentioned interpolation methods, including the Jacobsen algo-
rithm, which is better than the Quinn, Jain, and Dain algorithms. For this reason, we will compare
the proposed algorithm in this paper with Jacobsen’s algorithm with different sample sizes and us-
ing the Kaiser (B=15) window.

In addition to evaluating the frequency of the harmonic signal, the interpolation technique in-
cludes additional tasks such as detecting the presence or energy of the signal. There are limitations
on the time and power of signal processing, such as the length and method of DFT calculation
used. The principles presented for the proposed algorithm apply to any length of DFT and thus all
lengths from 16 to 8192 have been studied.

Often, the resolution wanted for frequency estimation cannot be met with the practicably com-
putable DFT length. Using an effective interpolator tool can simply be seen as a way to reconcile
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conflicting needs. We assume the arrangement of the computational steps to estimate the frequency
of the harmonic signal as follows:

1. The ratio of the signal frequency Fc to the sampling frequency Fs, the window function, and
the sample size (N) are determined.

2. Convert the analog signal to digital form and collect the N according to the sampling fre-
quency Fs. The time domain representation of a sampled signal with a period T = I/Fc, may be ex-
pressed as

x(n) = Asin (ZTTFC % + (p) 4)

Where A, and ¢ are the amplitude, and phase respectively,n=0, 1,2, ...... N-1.
3. The window function (w (n) = Kaiser (B=15) ) is applied to the resulting matrix from step 2.

R(n) = x(m)w(n) )

4. The Fast Fourier transform of the matrix obtained from step 3 is calculated.

fft(n) = FFT(R(n)) (6)

By applying a window function, w (n), and the Fast Fourier transform, the discrete approxima-
tion sequence of the given signal in the frequency domain X(f) can be obtained.

X(O) = X fft)eszfen (7)

5. In the complex spectrum obtained from Step 4, determine the number of the component
with the maximum amplitude (Un).

6. The level of the two components closest to the maximum component (n) of the spectrum
lines is estimated (Un-1, Un+1).

7. By Proposed formula the (8) is calculated:

_ (Un-Un_;) —(Un-Unyq)

8 Un ®)
For compare with Jacobsen formula the correction parameter (8) is calculated as:
§ = Re{ st 9)
8. The frequency of the signal is calculated by equation (7) for both algorithms.
Fy = (F, +8) xFs/N (10)
10. The frequency evaluation error is calculated by equation (8) for both algorithms.
Erest = (F, — Fc)/Fc (1D
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The analysis showed that the abrupt discontinuity is due to the switching of the structure of an
odd number of components taken into account at the maximum of the energy spectrum with two
components. Depending on the ratio of the frequency of the fundamental harmonic of the signal to
the sampling frequency, two types of spectrum symmetry and asymmetry can be distinguished (see
Figure 2):

- Symmetry structure, when there is a central component close to the desired frequency (figure
2a);

- The structure is asymmetrical, when the desired frequency is located between two compo-
nents of equal amplitude (figure 2b and 2c).

When the spectrum is symmetric with respect to one component, the position of the three
highest-level components with numbers 6, 7, and 8 is taken into account (figure 2a).But with a no
symmetry of the spectrum of components 7, 8, and 9 taken into account in the calculations (figure
2¢).

This mean when working in the frequency range, a spectrum of an odd or even structure is
formed with one or two main components. In a narrow zone of change in the frequency of the sig-

nal or sampling, the position of the “center of gravity” on the frequency axis changes abruptly. Fig-
ure 2b shows a spectrum whose level of component 7 is slightly higher than 8, so numbers 6, 7 and
8 will be taken into account. In the range of small deviations of the sample duration from an integer
number of periods, the error changes smoothly. In the region of symmetry of the even structure of
the spectrum, when the levels of the principal components 6 and 7(figure 2b), 7 and 8(figure 2c)
change, an error jump is formed, which occurs due to the displacement of the "area" and "weight".
The abscissa axis can be the ratio of the signal frequency to the sampling frequency Fc/Fs or an
addition to the total sampling time of discrete samples.
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Fig. 2. (a) Symmetry with respect to one spectral lines
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Usually when DFT outputs are interpolated to improve in-time performance and reduce com-
putational complexity especially in processor-constrained systems, trade-offs can be made between
the system constraints and the algorithms introduced.

Figures 3-5 shows the relative performance of the proposed and Jacobsen estimators with two-
period pure signal without additive noise. The lengths were 16,256, and 8192 of (DFT) used with
the ratio of signal frequency to sampling frequency 0.25-0.37, 0.25-0.258 and 0.24985-0.25025
respectively, taking into account the symmetry and asymmetry of the largest components of the
signal spectrum. The input frequency of the signal Fc was equal to Fs/4, i.e. close to the Nyquist
theory, the initial phase was 0.
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For in the region of equality between two spectral lines, an error jump occurs, which is caused
by the transition from one large component to another large component. For different windows,
different jumps and different degrees of smoothing. When considering Jacobsen's algorithm, the
error resulting from the residual hop may be 50 times greater than that of the proposed algorithm.
The graphs show a reduction in maximum error of about 10 to 50 times with the proposed algo-
rithm, the results of the proposed algorithm provides the lowest error and improves the result. The
result shawn in table 1, when the sample size is 16, the number of times improving are 56 times. It
is clear that the new estimator provides good approximation performance with potential computa-
tional benefit in reduced division requirements. It is noted that the new estimator actually outper-
forms Jacobsen's performance in all DFT sample sizes.
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Figure 6-7 displays the error plots for the four algorithms (Jacobsen, Agreza, Dain, and Pro-
posed) using the Kaiser (B=15) window for sample sizes of 16, 256, and 8192, respectively.
Graphs demonstrate that the suggested method is superior to Jacobsen's algorithm, which is inferi-
or. The error reduces as the sample size rises from 16 to 8192. The interpolation method's correc-
tion precision is denoted by the symbol. If the sign is true, the corrected frequency will get closer to
the actual frequency, reducing the frequency error. The corrected frequency will be far from the
actual frequency if the sign, or interpolation direction, is incorrect, which will result in a greater
error than the uncorrected frequency [25-26].
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Table 1. Improved accuracy for proposed algorithm N=16-8192
Maximum Error
Samples size (N) Jacobsen Algorithm Proposed Algorithm improved accuracy
16 1.43e-1 2.51e-3 56-Times
32 6.67¢e-2 4.37e-3 15-Times
64 3.23e-2 2.88e-3 11-Times
128 1.59¢-2 1.61e-3 10-Times
256 7.87e-3 8.43¢e-4 9-Times
512 3.92¢-3 4.31e-4 9-Times
1024 1.96e-3 2.18e-4 9-Times
2048 9.78e-4 1.10e-4 9-Times
4096 4.89e-4 5.50e-5 9-Times
8192 2.44e-4 2.75e-5 9-Times

To work with small errors, using the Kaiser (B=15) window, need to weigh at least 16 samples
of the spectrum. The improved accuracy error at a value of 256-8192 is 9 times.

Conclusions

Common interpolation methods currently available fail to perform satisfactorily when working
on complex DFT outputs or their detected magnitudes, prompting a search for alternative methods.
With Jacobsen interpolator performed on complex data using linear interpolation, is generated a
pseudo-null value in the center of the main lobe, which is clearly detrimental to peak and location
detection in post-DFT processing. For example, interpolation will never correctly restore nulls be-
tween side lobes. It is therefore difficult for interpolators to correctly locate the true peak or to de-
duce the true shape of the main lobe.
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The proposed algorithm offers a solution to all problems available in previously algorithm and
also provides an accurate estimation, whereby good performance can be achieved with all sizes of
N. The main important features of the proposed algorithm are:

* High performance;

» High measurement accuracy.

» Lower computational complexity
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HOBbIN ANITOPUTM MOBbIWEHWA TOYHOCTW
N CHWKEHWA CINOXHOCTN W3MEPEHWUA
YACTOTbI NEPUOONYECKMX CUTHAIIOB

Allb-PYBEN MOXAMME[ ABANABBAC

AcnupaHT, Bnagumupckui rocyaapcTBeHHbINA YHN-
BepcuteT Bnagumup, Poceus, E-mail:
inj.moh3@atu.edu.iq

AHHOTALIUA

Beepenue: AHanm3 YacTOTHOTO CreKTpa B HACTOSILLEE BPEMS LUMPOKO MCMONb3YETCA B PasfMYHBIX MPUIOKEHNSIX,
BKIOYAs CUCTEMbI CBSA3W, U3MEPEHUS!, KOHTPOMBHO-M3MEpUTENbHbIE NPUBOPBI, CUCTEMbI 3MEKTPOCHabKEHMS, 0BHapy-
XEHWNE MEeXaHWYecKux BuBpaLmin U MHOTME OpYrue BOEHHbIE M rpaxaaHckine npuMeHeHns. OfHaKo 13-3a NpaKTUYECKMX
npobrem, ¢ KOTOPbIMW CTANKWBAETCS €ro MPOMBILLIIEHHOE NMPYMEHEHME, OLEHKa YacTOTbl SBMSETCA O4YEHb BaXHBIM U
XM3HEHHO BaXkHbIM BONPOCOM. CnekTpanbHbIf aHanua ¢ UCoNb30BaHNEM AWMCKPETHOrO npeobpasoBaHmus Pypbe 00bIy-
HO MpuUMeHsieTCs 4na oueHku yactotel (AM1®P). OgHako JonyLieHre 0 CTaLuMoHapHOCTY, dPQEKTbI CIEKTPabHON YTEYKM
1 paspeLLeHne Ha KOHEYHOWM CeTKe BHOCAT psif BKNaZoB B HEOMPeAEeNeHHOCTb B TpaauumMoHHbix Metogax DFT. Lenb
McCregoBaHUA: CCrefoBaHNe MeToa ONpPeAeneHns YacToTbl MHTEPNONMALMOHHBIMWA METOAAMM Ha OCHOBE ObICTPOro
npeobpasoBaHus Pypbe ¢ OKOHHOW (PyHKUMeN. B gaHHoI paboTe npeacTaBnieH HOBbIN METOA U3MEPEHNS YacTOTbl ANs
CHWKEHUS! BEPOSTHOCTM OLLIMOKM B OLiEHKE 4aCTOTbl, UCMOMb30BaANMCh TPW CMEKTParbHbIE NIMHUM LUCKPETHOrO npeobpa-
30BaHus ®ypbe ¢ npumeHeHnem okHa Kaisepa (B=15) Ans yMeHbLUEHUS CIEKTPArbHONA YTEYKMW, BO3HUKAKOLWEN 13-3a
npeobpasoBaHue YacToTbl CUTHana B YacTOTHYK obnacTb ¢ nomoLybio BbiCTporo npeobpasoBaHus dypbe. MeToamka,
OCHOBaHHasl Ha OLiEHKE YPOBHS TPEX YYUTbIBAEMbIX CTIEKTPanbHbIX JIMHUIA C NCTIONB30BaHNEM CMEKTPANbHON COCTaBNS-
fOLLer, UMEIOLLEeN HamBbICLIMIA YPOBEHb amniuTydbl. PesynbTathl: [penoxeHHsIn HOBbIN NOAXOA K OnpefeneHuo
4acToTbl NO3BONMN paspabotaTb MeTOL WHTEPMONALMM, KOTOPbIA, B OTNMYME OT BOMbLUIMHCTBA M3BECTHBLIX METOAOB,
OCHOBaHHBIX Ha HOBOW POPMYIIE KOPPEKLMMW, UCMONB3YET TOMBKO TPW 3HAYEHWS aMMINTY CEeKTpanbHbIX nHuiA. Mpak-
TUYeckas 3HayMMocTb: [lpn peanmsaumm paspaboTaHHOr0 MeToda MCMoNb3yeTCs TONbKO OAWH aHanoro-LyudpoBon
npeobpasoBaterb, YTO CHIKAET annapaTHble 3aTpaTbl. Pe3ynbTathl, NOMyYeHHbIE NPy aHanW3e BIUSHUS MOrPELLHOCTH,
BbI3BaHHON OTKMOHEHWEM PEanbHOro CurHana OT rapMOHWYECKON MOZENM, NO3BOMNSAKT BolibpaTh ONTUMArbHbIE Mapa-
METPbI MPOLIECCa U3MEPEHMS B 3aBUCUMOCTY OT TpebOBaHU K TOUHOCTW 1 BpeMeHn uameperns. O6cyxaenue: MNpeana-
raemblil NOLXO0L MEHEe CMOXKEH, YEM [OCTYMHbIE anropuTMbl, 1 6oree TOYeH No cpaBHeHUIo € 4 anroputMamu. Pesynb-
TaTbl MOAENMPOBAHMS MOKa3bIBAOT, YTO MPX UCMOMNb30BaHUM NPEAIOKEHHOTO B JaHHOW CTaTbe noaxoda owubku pac-
yeTa He NMpeBbILakT 2,75e-5.

KntoueBble cnoBa: 6bicTpoe npeobpasoBaHue Oypbe; CrekTparbHbIi aHanus; OKHO; METO MHTEPMONSLM; CreKTparTb-
Hble TIMHWM; MaKCUMasTbHas oLMOKa OLLEHKM YaCTOTbl; CTIEKTP.
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